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Federated learning is vulnerable to both data poisoning and model poisoning attacks (MPAs).
MPAs are increasingly stealthy by generating model weights similar to benign models.

Findings: Malicious models differ from benign models 
in how they represent an input data including both 
adversarial data and clean data.
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How to Know a Model is Malicious?

• Malicious models differ from benign 
models in how they represent an 
input data.

• The intermediate representation 
can be used to detect malicious 
model.
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Model Poisoning: Malicious users inject false intermediate model parameters to 
corrupt the global model. 

Model Poisoning Attack
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