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Federated Learning Applications

• Healthcare: multiple hospitals cooperatively train cancer detection models.
• Business: banks collaboratively train fraud detection models.
• …
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Fixed Clipping Threshold !

• Problems of fixed .
The true gradients will decrease during the course of training.
Fixed clipping that maintains the same 7 will introduce fixed noise.

Decreasing 7 according to gradients can reduce noise and improve accuracy.
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Will Proposed Adaptive Clipping Leak Additional Privacy?

• NO, because of the Post processing Property of DP.

Mobile client
6

4 4 4 4

1 2 1 2 2

Trained model Gradient

…

Support set

Query set

Training

Gradient

Task 1

Task 2

Norm
 Clipping 1 2 1 2 2

3 2 2 2 2

Clipped

Clipped

Average

Gaussian Noise

DP gradient

Global model

Adaptively adjust 
clipping threshold +

• Federated learning is a promising framework for healthcare, etc.
• FL provides privacy protection as data remains at local device.
• Model parameter still leaks privacy.

Trade-off between privacy 
and accuracy. 

Differential privacy (DP) solution

DP with Adaptive Clipping
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Evaluation Results

• Ours Vs AQC[1] Vs Constant

[1] Galen Andrew, Om Thakkar, H Brendan McMahan, and Swaroop Ramaswamy. 2019. 
Differentially private learning with adaptive clipping. arXiv preprint arXiv:1905.03871 (2019).

• Trade-off between accuracy and privacy

• Privacy
DP-AGR (ours): , = .. 0
DP-AGRLR (ours): , = 1. 0 

Baseline: , = 9. 0
(A smaller : means better privacy protection)


